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1 Introduction

As modern vehicles increasingly rely on machine learning (ML) to enhance safety and
convenience, the computational demands of these systems are rapidly rising. Advanced
Driver Assistance Systems (ADAS), now common in many production cars, depend on
onboard ML models to interpret sensor data and support functions such as lane keeping,
adaptive cruise control, and automated emergency braking. Leading-edge vehicles, in-
cluding those marketed as semi-autonomous, go further—processing high-resolution sen-
sor streams in real-time to enable features such as automated lane changes and limited
self-driving under human supervision. These capabilities require substantial onboard
computing infrastructure. For instance, Tesla vehicles are known to carry computers
that draw over 70 watts of continuous power, dedicated primarily to autonomy-related
tasks.

Looking ahead, the trajectory toward fully autonomous vehicles will likely demand
significantly more compute power. As perception systems grow more complex, and as
vehicles take on the full burden of driving in diverse environments without human over-
sight, the models required to ensure safety, redundancy, and reliability will become even
more computationally intensive. Industry estimates and experimental prototypes suggest
that onboard computing demands may reach or exceed 1 kilowatt in fully autonomous
platforms—an order of magnitude increase over today’s deployments.

This trend raises critical questions about the energy sustainability of future mobility.
Unlike traditional vehicle systems, which primarily draw power for mechanical opera-
tions, autonomous driving introduces a new and growing source of energy consumption:
real-time, high-performance computation. As this footprint scales across millions of
vehicles, the aggregate impact on transportation sector emissions may be substantial.
Understanding and mitigating this energy and carbon cost is essential for ensuring that
future mobility solutions remain both technologically advanced and environmentally re-
sponsible.

In this report, we outline the results of the research conducted under the Mobility
Initiative program at the Massachusetts Institute of Technology (MIT). The research
focuses on the energy and compute cost of autonomy at the edge, specifically in the
context of autonomous vehicles. We explore the implications of increasing computational
demands on energy consumption and carbon emissions, and we propose strategies for
optimizing onboard compute systems to minimize their environmental impact. Our
research has lead us to examine two key drivers:



e The mapping component of autonomous driving systems, which is critical for real-
time navigation and obstacle avoidance.

e The artificial-neural-network (ANN) based perception systems, which are essential
for interpreting sensor data and making driving decisions.

We find that these are the most energy-intensive components of autonomous driving
systems, and we propose several strategies for optimizing their performance.

2 Mapping without HD Maps

A key driver of compute costs in autonomous driving systems is the mapping com-
ponent, which is responsible for creating and maintaining a detailed representation of
the vehicle’s environment. Traditional mapping approaches rely on high-definition (HD)
maps, which are pre-computed and stored in the vehicle’s memory. However, these maps
can be large and require significant computational resources to update and maintain.

We envision future chips that utilize simpler maps that occupy less memory and
are easier to update. These maps would be constructed in real-time using sensor data,
allowing the vehicle to adapt to changing environments without relying on pre-computed
HD maps. This approach has the potential to significantly reduce the computational
burden associated with mapping, while also improving the vehicle’s ability to navigate
dynamic environments. During the execution of algorithms, the energy consumption of
memory operations (e.g., reading and writing data stored in cache and DRAM) could
dominate the total compute energy. For instance, the energy required for accessing on-
chip memory (e.g., cache) is more than an order-of-magnitude higher than that when
performing a 32-bit multiplication [24]. The energy consumption of memory access
increases with the size and distance of the memory from the processor. Within the same
chip, accessing a higher-level L2 cache (a few MBs) requires up to an order-of-magnitude
more energy than lower-level LO and L1 caches (a few KBs). However, accessing data
stored in a larger, off-chip memory such as DRAM (GBs of storage) requires more than
two orders-of-magnitude higher energy than smaller, on-chip (local) CPU caches [24].
The memory (capacity) usage of an algorithm not only consists of output variables but
also input and temporary variables allocated during computation. Thus, algorithms
designed for energy-constrained devices should be memory efficient such that: i) the
number of memory accesses do not dominate; 1) amount of memory (capacity) overhead
for storing input and temporary variables is small enough to remain in lower-level caches.

Many of the above-mentioned applications requires the long-term interaction between
the user / device with its immediate environment. For instance, VR headsets need to
inform the user when they are about to collide into objects from the physical world.
Micro-robots need to avoid obstacles during space exploration. To ensure the safety of
these interactions, devices need to maintain an accurate 3D map of the environment
that is not only compact enough for on-device storage but also efficiently constructed
from sensory data in real time under severe power constraints. However, existing algo-
rithms [23] 41] are not suitable because they require a large memory overhead for storing



temporary variables during map construction.

In this project, we propose memory-efficient algorithms that efficiently construct 3D
maps using Gaussians from different sensor modalities such as depth and RGB cam-
eras. We not only demonstrate a system that enable real-time 3D map construction
on energy-constrained devices but also emphasize the necessity of developing memory-
efficient algorithms for enabling other applications on these devices.

2.1 Related Work

Constructing an accurate and compact representation of the 3D environment is cru-
cial for ensuring safety during the interaction between energy-constrained devices and
their users with their environment. During the past decades, different types of maps are
used for different downstream applications. In this section, we review related works on
occupancy and photo-realistic maps and their associated specialized hardware.

Occupancy Maps from Depth Camera For robotic applications such as path plan-
ning and autonomous exploration, constructing an accurate representation for only ob-
stacles in the environment is not sufficient. In fact, each region in the environment
needs to be classified into one of the following three states: occupied (where an obstacle
exists), free (where no obstacle exists), and unexplored (where the robot has not visited
yet). These states can be elegantly captures by the probabilistic modeling of occupancy
(i.e., whether or not an obstacle exists) at every location in the 3D environment such
that occupied region has an occupancy of one, free region has an occupancy of zero, and
unexplore region has an occupancy of 0.5. A distribution that captures how occupancy
varies across 3D space is known as an occupancy map, which is typically constructed
with depth measurements (e.g., from depth camera or LIDAR) and groundtruth poses.

Many frameworks proposed different models to represent the distribution of the oc-
cupancy probability (i.e., the likelihood that a region contains an obstacle) across the 3D
environment. These models exhibit different trade-offs in memory and computational
efficiency during the construction and querying of the map. Some of the most popular
mapping frameworks discretize the environment into cubic regions (i.e., grids in 2D and
voxels in 3D) such that each region contains a Bernoulli random variable representing
the occupancy probability and is assumed to be spatially independent of each other. One
of the earliest 2D mapping frameworks, the occupancy grid map [14], discretizes the en-
vironments into equally-sized grids. However, the map size is prohibitively large in 3D
because the size scales cubically with the dimensions of the voxels and the environment.

To relax the spatial independence assumption in discrete map representations, Gaus-
sian Process (GP) was proposed to estimate a continuous distribution of occupancy [47]
using a covariance function that captures the spatial correlation among all sensor mea-
surements. Since GP requires the storage of all sensor measurements (since the begin-
ning of the robotics experiment) to update the covariance function, the memory overhead
scales with the total number of measurements N. During a map query, the covariance
function generates a large matrix that requires O(N?) to invert, which greatly reduces
the query efficiency.



To create an extremely compact representation of the environment, several frame-
works compress the sensor measurements using a set of parametric functions (e.g.,
Gaussians or other kernels) which are then used to infer occupancy. One of the well-
known semi-parametric representations is the Normal Distribution Transform Occu-
pancy Map (NDT-OM) [51] that partitions the environment into large voxels such that
measurements within each voxel are represented by a Gaussian. Since measurements
within a voxel could belong to multiple objects, representing them with a single Gaus-
sian often leads to a loss of accuracy in the resulting map. To further reduce map
size, recent frameworks, such as Hilbert Map (HM) [20], Fast Bayesian Hilbert Map
(Fast-BHM) [61], Variable Resolution GMM (VRGMM) map [48], Hierarchical GMM
(HGMM) map [53], compress sensor rays into special kernels (in HM) or Gaussians (in
VRGMM and HGMM). Such compression is performed using techniques such as Quick-
Means (QM) [20], Hierarchical Expectation-Maximization (H-EM) [12], Region Growing
(RG) [10], Self-Organizing GMMs (SOGMM) [19], and Integrated Hierarchical GMMs
(IH-GMM) [18]. However, these techniques require significant memory overhead to store
all sensor measurements (more than 300,000 pixels in a 640x480 depth image) due to
their multi-pass processing.

Photo-realistic Maps from Monocular RGB Camera To relax the requirement
for both depth images and ground truth poses, prior frameworks are proposed simulta-
neously localize and construct a map of the environment (i.e., Simultaneous Localization
and Mapping or SLAM) using a monocular RGB camera. These frameworks differ in
the techniques that are used for localization and geometric primitives that are used for
map construction. For instance, traditional SLAM frameworks [7, [I5] [, 42] extract a
set of features (such as corners) that are common across images for both localization
and mapping. Although these frameworks are often memory-efficient and real-time, the
amount of unique features is very sparse which produces a map with very low coverage
of the environment.

To provide a photo-realistic reconstruction of the environment, neural-based frame-
works, such as GO-SLAM [60], NICER-SLAM [62], and iMODE [39] represent the en-
vironment using a Neural Radiance Field (NeRF). Due to the volumetric rendering
required for training NeRFs, the training process is computationally intensive. Thus,
most of these frameworks propose techniques that accelerate training, some of which
include i) using a hybrid scene representation with the voxel grids (in NICER-SLAM) or
hash table (in GO-SLAM), and ii) training on a carefully selected subset of input images
(in most prior works including iMODE).

Even though throughput was enhanced by these techniques, almost all Neural SLAM
frameworks suffer from catastrophic forgetting, which is reduced by periodic re-training
on images acquired throughout the entire experiment. Thus, these images need to be
stored as overhead in memory, which quickly grows with the duration of the experiment
to dominate the total memory usage.

To improve throughput and achieve photo-realistic rendering, recent frameworks,
such as MonoGS [41], Photo-SLAM [25], and SplatSLAM [28], use Gaussian Splatting



(GS) to train learnable Gaussians for 3D representation. These frameworks propose
different localization techniques to complement GS. For instance, both MonoGS and
SplatSLAM localize the camera against the global map via minimizing a photometric
cost function, while Photo-SLAM utilizes ORB-SLAM [7]. Similar to Neural SLAM,
current Gaussian SLAM frameworks also suffer from catastrophic forgetting and thus
require the storage of a large number of images to periodically retrain all Gaussians.

2.2 Results

In this section, we present two contributions that enable memory-efficient 3D map
construction using Gaussians on energy-constrained devices. In Section we pro-
pose GMMap, a continuous occupancy map that is not only compact to store but also
efficiently constructed from depth images and groundtruth pose with up to 88% less
memory overhead compared with prior works. On devices that lack the depth cam-
era, we propose GEVO in Section that enables memory-efficient construction of a
photo-realistic map from only a monocular RGB camera with up to 94x lower memory
overhead than prior works.

GMMap: Memory-Efficient Continuous Occupancy Map Using Gaussian
Mixture Model In this project, we proposed a continuous occupancy map using
Gaussian mixture model (GMM), called GMMap, that is efficiently constructed from
depth images and poses. To significantly reduce memory overhead compared with prior
works, GMMap compresses each depth image into a compact local GMMap G using
SPGF* (an extension from our SPGF algorithm [35]) which processes each image row-
by-row in a single pass. Thus, only a single pixel from the image is required in memory
at any time. Since the level sets of Gaussians are ellipsoids, the local GMMap G; is
visualized as red (representing obstacles) or blue (representing obstacle-free regions) el-
lipsoids in Figure |1} Unlike prior multi-pass approaches [20, 53], 12, 48, [10] 19], SPGF*
exploits the connectivity of surface geometries embedded in each depth image to achieve
highly accurate Gaussian construction while avoiding the storage of the entire image in
memory.

After a local GMMap G; is created, it is used to incrementally update the global
map M;_1 by fusing overlapping Gaussians that represent the same region in the 3D en-
vironment, as illustrated in Figure 2| In prior works [23] 11l 5], 53], the ray associated
with each pixel in the image is cast into the global map to determine where such overlap
occurs. Since these rays (more than 300,000 pixels in a 640x480 image) emanate out-
wards from the sensor origin, accessing the global map in memory along these rays often
lacks spatial / temporal locality for effective cache usage and leads to higher number of
DRAM accesses. Since these rays are compactly represented by Gaussians in GMMap,
using a R-tree (i.e., a tree of bounding boxes [2I] that enclose Gaussians) to determine
where overlap occurs greatly reduces the number of memory accesses.

Using a low-power ARM Cortex A57 CPU, GMMap can be constructed in real-time
at up to 60 images per second. Compared with prior works, GMMap maintains high
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Figure 1: Per-image GMM construction: Constructing a local GMMap G; that
accurately represents both occupied and free regions from the current depth image Z;
obtained at pose T;. Rays associated with each pixel in the depth image are illustrated
with dotted arrows. Occupied and free GMMs are illustrated with red and blue ellipsoids,
respectively. Dotted rectangles in the map Gy represent the bounding boxes at the leaf
nodes of the R-tree. The green rectangle represents the bounding box at the root node
of the R-tree that encloses the entire map Gjy.

accuracy while reducing the map size by at least 56%, memory overhead by at least 88%),
DRAM access by at least 78%, and energy consumption by at least 69%. Thus, GMMap
enables real-time 3D mapping on energy-constrained robots.

GEVO: Memory-Efficient Monocular Visual Odometry Using Gaussians To
enable the efficient construction of a photo-realistic map using a monocular RGB camera,
we propose a memory-efficient framework called GEVO. Unlike depth images, each RGB
image does not explicitly encode any geometric information about objects in the 3D
environment. Thus, the geometry of the 3D environment needs to be inferred using
an optimization process guided by RGB images captured from diverse viewpoints. To
achieve real-time operation, many existing frameworks [7,[15, 9] [42] optimize the pose and
map using a small sliding window of images (i.e., typically 8 - 10 images). However, the
map tends to catastrophically forget and degrade over time after the sliding window has
passed (see Figurevs. . To alleviate forgetting, prior frameworks additionally store
a large number of past images outside the current sliding window to repeatedly retrain
the map. Unfortunately, the overhead memory used to store these images dominates by
occupying up to 95 % of the total memory and is orders of magnitude higher than both
the current sliding window and the map itself.

In GEVO, we significantly reduce memory overhead by rendering past images from
the existing map instead of storing them in memory. However, without employing addi-
tional techniques, the fidelity of these images tends to slowly degrade over time due to
the artifacts in the map caused by forgetting, which results in noisy guidance to the opti-
mization process. Thus, using these images to guide Gaussian optimization via splatting
(i.e., GS [30]) alone is insufficient for constructing a high-fidelity map. To complement
GS, GEVO contains the following procedures to further reduce incorrect occlusion and
overfitting due to catastrophic forgetting:

1. Occupancy-Preserving Initialization: To reduce incorrect occlusions, Gaus-
sians that lie within the obstacle-free regions are pruned. Thus, in addition to
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Figure 2: Globally-consistent GMM fusion: Constructing the current global
GMMap M; by fusing the local GMMap G; into the previous global GMMap M; 1.
The bounding box (green rectangle) of local map G; is used to determine the Gaus-
sians C} in the global map M; ; that overlaps with G; . Occupied and free GMMs are
illustrated with red and blue ellipsoids, respectively. Dotted rectangles represent the
bounding boxes at the leaf nodes of the R-tree.

representing obstacles, Gaussians representing free regions are initialized to iden-
tify incorrect occlusions.

2. Consistency-Aware Optimization: To reduce overfitting of the map to the
current window, we only optimize a small subset of Gaussians that are both incon-
sistent and sufficiently visible to the camera. To ensure rendered images maintain
high fidelity, we locally optimize noisy Gaussians created from the current sliding
window before merging them to the map for global optimization.

Across a variety of environments, GEVO achieves comparable map fidelity (see Fig-
ure and reduces the memory overhead to around 58MBs, which is up to 94x lower
than prior works. Thus, GEVO makes a significant stride towards the deployment of
GS-based SLAM on low-energy devices.
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Figure 3: During online GS-based SLAM, the map (consisting of 3D Gaussians) is built
by rendering and optimizing at each viewpoint using a sliding window buffer of images.
a) The region visible during the current sliding window achieves high fidelity after initial
optimization. b) However, without storing and retraining the map on a large number of
past images, the fidelity of the same region degrades over time due to forgetting (artifacts
in rectangles). ¢) While alleviating forgetting, our GEVO avoids storing past images to
reduce the memory overhead. d) To achieve similar map fidelity, MonoGS [40] stores all
past keyframes and incurs a memory overhead of at least 50x higher than the size of
the map.



3 Adaptive Neural Networks for Perception

A second key driver of compute costs in autonomous driving systems is the artificial-
neural-network (ANN) based perception systems, which are essential for interpreting
sensor data and making driving decisions. In this section, we focus on the task of depth
estimation from a camera image. This task is particularly important for those cars that
do not include depth sensors such as LIDARs. We examine this task in detail in the
coming sections, describing the current state of the art. We then propose a new way
to train for this task on the fly. This will allow us to adopt a smaller model for the
task, which will reduce the compute cost of the system. The model will be trained while
the car is driving. Even though there is some added on-the-fly training cost, the overall
compute cost of the system will be reduced when we consider the inference costs as well.
This system performs best if the car wil be utilized in the same environment for long
periods of time, when retaining costs will be minimal.

3.1 Related Work

Monocular depth estimation has been an active field of research for several years.
Eigen et al. used a convolutional neural network (CNN) to predict depth from a single
image [I3] and started a new field of research for the past decade into DNN-based
monocular depth estimation [37, 32} 57, [49] [50], 4], 59, 43| [45| [I] compared to older works
using hand-crafted features [52]. Ranftl et al. showed improvement in accuracy for
relative depth by using a transformer based architecture for the encoder [50], which many
of the state-of-the-art monocular depth estimation methods use for the backbone [4, 59,
43|, [45) 1.

For learning-based approaches, two kinds of uncertainty can contribute to errors in
predictions: (1) aleatoric or data uncertainty that quantifies uncertainty inherent to the
data that cannot be reduced (e.g., dark, blurry images) and (2) epistemic or model
uncertainty that quantifies uncertainty in the model weights (e.g., seeing an object not
previously seen in training distribution) [29]. While more training can reduce epistemic
uncertainty, it does not reduce aleatoric uncertainty. While aleatoric uncertainty can be
computed relatively cheaply via a modified negative log-likelihood loss function [44] [29],
computing epistemic uncertainty is computationally expensive.

To compute epistemic uncertainty, most methods involve assembling diverse opinions
from multiple models and measuring the disagreement. The state-of-the-art approach is
using an ensemble of M networks that each predict a mean depth and aleatoric variance.
The ensemble members’ predictions are combined via a new Gaussian whose mean and
variance is parameterized by the mean and variance of a mixture of Gaussians from each
ensemble member’s prediction [33, 46]. Another active avenue of research is Bayesian
neural networks (BNNs) where each weight is given by a nonparametric distribution
and multiple inferences are run with different samples from the weight distributions;
however, while BNNs have theoretical guarantees, they are very expensive to train,
requiring Monte Carlo Markov Chain (MCMC) approaches for the weight distributions,
leading to limited use cases of simple classification tasks [27, [22]. Variational inference



based approaches where each weight distribution is assumed to have some parameteric
form (e.g., Gaussian, Bernouilli) is also a popular technique, though it has not yet out-
performed ensembles [6], 27, [17]. Monte Carlo Dropout (MC-Dropout) is an extremely
popular technique due to its ease of use that can be understood as variational inference
with Bernoulli weights [I7]; at test time, p percent of weights are randomly dropped out
over M inferences, and the variance of the depth estimates is the epistemic uncertainty.
However, MC-Dropout is known to produce overconfident predictions [46].

Since requiring multiple inferences per image can be cost-prohibitive, a recent avenue
of research in the community is to make epistemic uncertainty more efficient. Single-
pass methods such as evidential learning [2] and prior networks [38] require only one
inference per image. These methods depend on learned epistemic uncertainty and do
not provide guarantees on uncertainty quality. In addition, prior networks require seeing
“out-of-distribution” (OOD) examples during training which is a strict requirement not
often met.

3.2 Uncertainty from Motion (UfM)

State-of-the-art methods for epistemic uncertainty such as ensembles or MC-Dropout
require M inferences per image, either from running M different models in the ensemble
approach or M different samples in BNN-based approaches. There exists a gap in
deploying uncertainty estimation on resource-constrained applications since running M
inferences per image is too computationally expensive.

In this work, we propose an algorithm called Uncertainty from Motion (UfM) that
exploits redundancy in multiple views such that only one inference per image has to
be run while maintaining ensemble uncertainty quality; this work is published at ICRA
2022 [55]. The key idea behind UfM is that we can improve efficiency of epistemic
uncertainty estimation by recognizing that since robots operate on video inputs, points
in 3D space are seen over multiple views. Rather than asking an ensemble of DNNs
to make predictions on a single image to measure their variance, we can cycle through
running one ensemble member on each image and calculate the variance across multiple
views of the same point in 3D space. In order for the estimation to be dense and still
lightweight, a key insight behind UfM is that we can use noisy correspondences between
images in order to estimate which pixels between neighboring images are repeated views
of the same point in 3D space.

Specifically, when UfM is applied to ensembles (referred to as ensemble-UfM), given
an ensemble #1.;; of M ensemble members, we cycle through the M networks on the
images in the sequence by running only a single ensemble member 6,, on the tth image
where m = t modulo M. From running 6, on the current image X;, we obtain a
depth map prediction D(X;) and aleatoric variance prediction o2(X;) for this image. In
order to merge measurements that are multiple views of the same points in 3D space,
we maintain a point cloud of C 3D points and associated uncertainty from previous
predictions. To identify pixels that are a new view of a point we have seen before, we
project back the point cloud on to the image plane and add points we are seeing for the
first time to the point cloud. To combine the measurements of multiple views of the same
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Figure 4: Uncertainty estimation comparison for an aleatoric network, ensemble, and
UM applied to ensembles on an out-of-distribution cropped example from the TUM
RGBD [54] dataset. Lower NLL indicates better uncertainty quality. ensemble-UfM is
able to achieve close to similar NLL as ensemble at a fraction of the cost.

point in 3D space ¢, like in ensembles [34], we treat the depth and aleatoric variance
predicted per pixel as a Gaussian and combine DNN predictions as a new Gaussian with
the mean and variance of a mixture of Gaussians incrementally each time we see an
additional view of the same point in 3D space. The mean aleatoric variance is taken to
be the aleatoric variance 0376 and the variance of the depth predictions is the epistemic
variance 0376 for point ¢ in 3D space, which can be projected back to the current image
plane to find 02(X;) and o2(X;). Note, the correspondences in UfM are not guaranteed
to be correct since we rely on the previous predicted DNN depth; empirically, we find
the noisy correspondences are sufficient for obtaining ensemble-like uncertainty quality
and allow us to keep the overhead lightweight. The formal problem definition and details
of the algorithm can found in Sudhakar et al [55].

Experimental evaluation: Even though there is no ground-truth for uncertainty,
a “well-calibrated” uncertainty estimate would be high when error is high and low when
error is low. Negative log-likelihood (NLL) captures this trend, as given by

1
T 2(02(X;) + 02(Xy))

+ %ln(QT(‘(O’?(Xt) + Ug(Xt)))a

NLL (Dgi(X:) — D(X3))?

(1)

where Dy (X;) is the groundtruth depth for current image X;; a lower NLL can indi-
cate better uncertainty quality. Figure 1 shows the pixel-wise NLL for the baselines 1)
aleatoric only, 2) ensemble, and 3) ensemble-UfM. As we can see, ensemble-UfM obtains
similar NLL to ensemble at a fraction of the latency and energy since it only needs to run
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one DNN per image. As we can see, ensemble-UfM obtains close to ensemble uncertainty
quality, at a fraction of the cost.

3.3 DecTrain: Deciding When to Train a Monocular Depth DNN

While using a monocular depth DNN can be more energy efficient and has a smaller
form factor than traditional bulky and high-power physical depth sensors such as Li-
DAR or active IR stereo [26], [56], DNNs are prone to accuracy degradation on images
that differ from those of the training distribution in a range of domains [29, 3| 5, 31].
One solution is online training, where the model continuously learns and adapts during
deployment using self-supervised techniques. While this can significantly improve accu-
racy, it is computationally expensive, especially on resource-constrained platforms like
mobile robots and drones. Performing online training at every timestep is often unnec-
essary, as some frames contribute little to improving accuracy. This creates a trade-off
between computational efficiency and model adaptation. In this work, we propose a new
method called DecTrain that decides whether to train a monocular depth DNN at each
timestep based on when the potential accuracy improvement is worth the computational
cost of training. By balancing the accuracy and compute cost, DecTrain enables low-
cost online training for a smaller DNN to have competitive accuracy with a larger, more
generalizable DNN at a lower overall computational cost.

Methodology: DecTrain selectively trains based on a balance between accuracy
improvement and computational cost. The problem is framed as a Markov Decision
Process (MDP), where the state consists of factors like self-supervised loss, model un-
certainty, and environmental characteristics. At each timestep, the model can choose
between two actions: training or not training, with a reward function that considers
the trade-off between computational cost and potential accuracy gain. To make this
decision, DecTrain predicts the utility U; of training at the current timestep ¢ by as-
sessing two key factors: the margin to improve and the ability to improve, as shown
in Fig. [6]l The former refers to the gap in accuracy between how well the monocular
depth DNN is currently performing and how well it could perform with perfect guidance,
and the latter refers to the ability of the self-supervision to guide the DNN weights in
the correct direction to improve accuracy. The margin to improve is estimated using
the self-supervised loss and epistemic uncertainty, which captures the uncertainty in the
model weights that can be reduced with training. Meanwhile, the ability to improve is
inferred from aleatoric uncertainty, which reflects noise in the data that training cannot
resolve, as well as scene texture and motion cues that indicate whether the online train-
ing would be effective. DecTrain greedily decides whether to train at each timestep ¢
based on the reward R; = _Fl + U; at t, where _?1 represents the cost of training with
a user-defined « to balance training cost with potential accuracy improvement. If the
potential accuracy improvement is worth the compute cost, i.e. Ry > 0, DecTrain would
decide to train at the current timestep. The decision-making process is powered by a
lightweight decision DNN, which is initially trained offline on pre-collected datasets and
then updated online during deployment. This allows DecTrain to continuously refine its
training decisions in response to new environments. The formal problem definition and
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details of the algorithm can found in RA-L 2025 [16].

Experimental evaluaton: We evaluate DecTrain on 133 sequences from out-of-
distribution indoor and outdoor datasets (ScanNet [8], SUN3D [58], KITTI-360 [36]).
Compared to performing online training at all timesteps, DecTrain is able to reduce the
percentage of timesteps we train to 30-58% while maintaining accuracy on 10 represen-
tative experiments. We also show that low inference cost DNNs using DecTrain can
achieve competitive accuracy (4-6% higher accuracy) and lower computational cost (17-
57% lower GFLOPs) compared to a high inference cost state-of-the-art DNN across 100
out-of-distribution sequences. Showing competitive accuracy and computational savings
compared to performing online training at all timesteps, DecTrain highlights the impor-
tance of deciding wisely and efficiently to deliver a higher accuracy at lower cost when
adapting to a new environment.
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Figure 5: DecTrain (red) decides when to perform online training based on margin to
improve (visualized by the gap between the blue and black lines) and ability to improve
(visualized by the texture and sharpness in the image). Compared to the baseline of
online training at all timesteps (black) or no timesteps (blue), DecTrain maintains the
accuracy improvement of adaptation while training on only a subset of the timesteps
(dashed lines denote new sequence).
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Summary statistics for input to decision DNN
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Figure 6: DecTrain overview: at each timestep, the decision DNN takes inputs relevant
to the margin and ability to improve to predict the utility of training, which is compared
to the cost of training to decide when to train the monocular depth DNN.
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4 Conclusion

In this report, we presented results that will help reduce the compute cost of au-
tonomous driving systems. We first presented a new Gaussian splatting based SLAM
system that is able to reduce the memory overhead of the system by 94x. We then
presented a new way to train a monocular depth DNN on the fly, which will allow us to
reduce the compute cost of the system while maintaining accuracy.

These two contributions show that the compute cost of autonomous driving systems,
while still significant, can be reduced by at least two orders of magnitude using custom
chips designed for autonomous driving. In fact, this is the trend that we observe in the
industry, as virtually all OEMs are designing custom chips for advanced driver assistance
systems (ADAS) and autonomous driving. We expect that this trend will continue in
the future, as the compute cost of these systems continues to decrease.
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